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 There is increasing interest in meta-analysis in different fields due to the need to combine the results 
of primary research. One of the crucial concepts in combining results is weighting. This study 
examines how Hunter and Schmidt's method, weighting by sample size; Hedges and Vevea's 
method, weighting by inverse variance; and Osburn and Callender's method, unweighting, affect the 
overall effect size in meta-analysis. In this context, for meta-analysis, the search was done for studies 
examining the effects of alternative measurement and assessment techniques and methods in science 
education on science attitudes. The databases of the HEI National Thesis Center, Web of Science, 
ERIC, EBSCO, Google Scholar, and DergiPark were searched between 2010 and 2021. Eleven studies 
(with 14 effect sizes) that met the criteria were included in the meta-analysis. In line with the study's 
findings, it was observed that the overall effect sizes were significant and did not change much in 
the weighting methods. Besides, it was found that the method with the lowest standard error was 
unweighted. The weighting methods of Hunter and Schmidt and Hedges and Vevea gave similar 
results in terms of standard error. When the correlation coefficient between the weighting methods 
was examined, it was seen that all correlation coefficients were greater than 0.90.  
 

 Keywords:  
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1. Introduction 

Since the existence of human beings, new information has been obtained with the curiosity and needs of 
learning, and further information has been added to previous information, or old information has been 
replaced with new ones. There are subjective and objective processes, considering the process of obtaining 
information. Subjective processes can be regarded as the presence of senses, observations, transmissions, and 
authority. On the other hand, objective processes are the ones in which scientific processes are followed, and 
empirical methods are at the forefront. Objective processes are generally followed in science and the social 
sciences. However, due to the nature of the social sciences, similar or close results may not always be obtained 
compared to the sciences. According to Berliner (1992), educational research produces less reliable and 
inconclusive results compared to studies in the fields of physics, chemistry, geology, etc. For this reason, it is 
more difficult to conduct scientific research in the social sciences, especially educational research. 

The same results may not be obtained in the studies carried out in the sub-fields of social sciences, especially 
on human behavior, since they are carried out on different samples and under different conditions. Because 
of these varying results in the social sciences, it is observed that researchers have carried out independent 
research for similar purposes. This situation leads to the need to obtain a general conclusion from the research 
conducted with the same purpose. One of the essential methods used to get a general result from these 
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individual studies is meta-analysis. Situations such as the incremental increase in scientific knowledge, the 
ease of access to information, and the rise in the number of studies conducted under different conditions for 
similar purposes have led to an intensification of interest in meta-analysis. 

The meta-analysis applies statistical methods to combine the findings of more than one primary research study 
(Glass, 1976). For this purpose, meta-analysis enables us to reach an overall effect size value by combining the 
effect size values of primary studies. The reason meta-analysis uses effect sizes to combine the findings of 
primary studies is because this statistic is standardized and addresses a common scale. At this point, we come 
across the concept of weighting, which is a crucial issue in meta-analysis. The meta-analysis, while calculating 
the overall effect size, uses the weighting methods found in the literature to weight the effect size values of 
the primary studies. Some of these methods are Hedges and Olkin's (1985) inverse variance method for the 
fixed-effects model, Hunter and Schmidt's (1990) weighting by sample size (HS) method, and Hedges and 
Vevea's (1998) inverse variance method (HV) for the random-effects model. These methods are frequently 
used in the literature. However, some studies have unweighted (UW) analyses. The concept of unweighting 
is essentially taking the arithmetic average of the effect sizes. When the literature is examined, it is seen that 
there are studies comparing different weighting methods (Bonett, 2008; Brannick et al., 2011; Englund et al., 
1999; Field, 2005; Fuller & Hester, 1999; Manolov et al., 2014; Marin-Martinez & Sanchez-Meca, 2009; Scmidt 
et al., 2009; Shuster, 2010; van den Noortgate & Onghena, 2003). Englund et al. (1999) compared the results of 
unweighting and weighting with inverse variance using real data to test the unreliability of unweighting. 
Fuller and Hester (1999) examined the change in overall effect size and variance in the primary and moderator 
meta-analyses conducted with the UW and HS methods in their study using real data. In this direction, they 
handled seven different meta-analysis studies that were carried out earlier. Bonnett (2008), for correlation (r), 
compared Hedges and Olkin's, Shadish and Haddock's weighting methods for the fixed-effects model, the HV 
and HS weighting methods for the random-effects model, and a new fixed-effects model under different 
simulation conditions. In addition, they handled weighting and unweighting conditions comparatively well. 
Marin-Martinez and Sanchez-Meca (2009) compared the results of three methods: the HS weighting method 
for the random-effects model and the HV weighting method for both the fixed effect model and the random 
effect model, using simulation data under different conditions. Schmidt et al. (2009) also compared the HS and 
HV methods for the random-effects model. Brannick et al. (2011) compared the UW, HS, and HV procedures 
with the Monte-Carlo simulation study for effect sizes r and d. 

When the studies above were examined, it was seen that different weighting methods were substantially 
compared based on the simulation data. It can be stated that comparisons based on real data are rare in the 
literature. In addition, it has been observed that studies comparing weighting methods in the literature are 
generally in the fields of psychology and management. It was also determined that the only research in the 
field of education was a simulation study. In addition to these studies, this study aimed to compare these three 
conditions with each other based on real data in the Turkish sample by both unweighting and weighting based 
on HV and HS methods in the field of education. The reason why HV (DerSimonian Laird) and HS methods 
were considered in the study is that weightings with these methods were frequently used in the literature, as 
stated before. In addition, it is necessary to shed light on the choice of the weighting method for researchers 
in educational sciences. Besides, examining the effects of weighting methods in educational sciences will 
improve the meta-analysis methodologically. 

2. Methodology  

2.1.Research Model 

In line with the purpose of the study, it was examined how unweighting and weighting (UW) based on HS 
and HV methods affect the overall effect size in the meta-analysis. This research is a fundamental or basic 
study as it is concerned with the formulation of a meta-analysis theory (Kothari, 2004). Additionally, this 
research is a meta-analysis study because an overall effect size regarding the effect of alternative measurement 
and assessment techniques and methods in science education on science attitude is calculated by meta-
analysis. 
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2.2. Data Collection Process 

Within the research purpose, the effect of alternative measurement and assessment techniques and methods 
in science education on science attitudes has been handled as a meta-analysis subject. A search was done in 
the databases of the HEI National Thesis Center, Web of Science, ERIC, EBSCO, Google Scholar, and DergiPark 
between 2010 and 2021 to find primary research on the determined subject. These databases were searched 
between August 2021 and March 2022. Table 1 presents the keywords used for the search and the number of 
studies accessed. 

Table 1. Searched Databases, Keywords, and Number of Research Accessed 
Databases Keywords Number of Research 
HEI National 
Thesis Center 

alternatif ölçme ve değerlendirme OR tamamlayıcı ölçme ve 
değerlendirme AND tutum AND fen AND deneysel  

102 

Web of Science 
“alternative assessment” OR “authentic assessment” AND attitude 
AND science AND experimental AND Turkey  507 

ERIC “alternative assessment” “authentic assessment” attitude science 
experimental Turkey  

134 

EBSCO 
“alternatif ölçme ve değerlendirme” OR “tamamlayıcı ölçme ve 
değerlendirme” AND “tutum” AND “fen” AND “deneysel”  362 

Google Scholar 
“alternatif ölçme ve değerlendirme” OR “tamamlayıcı ölçme ve 
değerlendirme” AND “tutum” AND “fen” AND “deneysel”  340 

DergiPark alternatif ölçme ve değerlendirme OR tamamlayıcı ölçme ve 
değerlendirme AND tutum AND fen AND deneysel  

255 

Total  1700 

Table 1 shows that a total of 1700 studies were accessed. These studies were examined through their full texts, 
and the studies that met the inclusion criteria were included in the meta-analysis. The criteria for inclusion in 
the meta-analysis are listed as follows: 

i) The primary study was published between 2010 and 2021, 
ii) The primary study was done with Turkish students, 
iii) At least one of the alternative measurement and assessment techniques and methods was used in 

the Science and Technology course. 
iv) The primary study was designed with an experimental design (true, quasi, and poor), 
v) The study group for the primary study was one of the 5th, 6th, 7th, and 8th grade levels, 
vi) Science attitude was the dependent variable in the primary study, 
vii) The studies reported the statistics required to calculate the Cohen d effect size, and the studies 

reported sample sizes. 

Although the selection of primary studies was made according to the criteria above, the type of publication 
was not considered a criterion for primary studies. In this direction, the studies that make up the gray 
literature, such as papers, theses, and reports found as a result of the search, were included in the meta-analysis 
if they met the criteria. Studies that did not meet the criteria were excluded from the meta-analysis. Figure 1 
illustrates the PRISMA flowchart for scanning and inclusion of primary studies (Liberati et al., 2009). 
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Figure 1. PRISMA Flowchart 

As Figure 1 illustrates, primary studies were included in the meta-analysis by scanning them between 2010 
and 2021. Since one of the inclusion criteria was that primary studies were supposed to be conducted in the 
last 10 years, a search was done between 2010 and 2021, and a total of 1700 studies were accessed when the 
databases were searched for the specified keywords. Of the 1700 studies, 1381 were excluded because they 
were conducted in another field (medicine, engineering, science, etc.) or because they did not include 
alternative assessments. Seventy-two of the studies were eliminated because they were duplicates. Of the 
remaining 247 studies, 234 were eliminated because they did not meet the meta-analysis inclusion criteria. The 
reasons for excluding these studies are as follows: the dependent variable was different; they were in a 
different field other than the science and technology course; the research was a qualitative, descriptive, or 
meta-analysis study; the grade level was different, etc. The score of science attitude was not reported in one of 
the remaining 13 studies, and therefore it was not included in the primary studies. In another study, since 
there was no information about which teaching method was used in the control group, we tried to make 
contact with the author via e-mail, but the author did not respond, and the study was excluded from the meta-
analysis. It was determined that the remaining 11 studies met the inclusion criteria, and a total of 14 effect 
sizes were coded from these studies. Two researchers coded studies to examine intercoder reliability, and the 
percentage of agreement between coders was calculated with the formula of Miles and Huberman (1994, p. 
64), reliability = number of agreements/(total number of agreements + disagreements). 
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The percentage of agreement was found to be 95.83%. When the reason for the inconsistency was examined, 
it was seen that the sample size of the experimental group belonging to the relevant effect size in the study 
was caused by incorrect coding. The reason for the wrong coding may originate from another experimental 
group in the related research. The researchers checked this sample size, and the correct sample size was 
determined, and the discrepancy was resolved. 

In the coding of the primary studies, descriptive variables and the statistics given to calculate the effect size 
were used (See Appendix 1). Table 2 shows the descriptive features of 11 studies (14 effect sizes) included in 
the meta-analysis study. 

Table 2. Descriptive Features of Effect Sizes Obtained from Primary Studies 
 Effect Sizes (f) 

Publication 
Language 

Turkish English 
12 (%85.714) 2 (%14.286) 

Publication Type 
Manuscript Thesis 
6 (%42.857) 8 (%57.143) 

Publication Year 
2010-2013 2014-2017 2018-2021 
7 (%50) 4 (%28.571) 3 (%21.429) 

Research Design 
True Experimental Design Quasi-Experimental Design Poor Experimental Design 

1 (%7.143) 12 (%85.714) 1 (%7.143)  

Grade Level 
5th grade 6th grade 7th grade 8th grade 
0 (%0) 6 (%42.857) 7 (%50) 1 (%7.143) 

In primary studies, it was observed that alternative assessment was used in addition to the existing program 
in the experimental group and the existing program in the control group since the purpose of the researchers 
was to examine the impact of alternative assessment techniques and methods. However, a problem-based 
learning approach was used in one of the primary studies. Alternative measurement tools used in primary 
studies were as follows: performance task, self-assessment, peer evaluation, group evaluation, analytical 
rubric, concept map, meaning analysis, diagnostic branched tree, structured grid, puzzle, poster, diary, 
computer-assisted mind map, web-designed alternative measurement tools, drama, and predict-observe-
explain. The learning areas and topics covered in primary studies are Light, Light and Sound, Matter and 
Heat, Systems in Our Body, Living Beings and Energy, and Electricity in Our Lives Attitude scales used in 
primary studies differed from one another, and eight different attitude scales were used. 

2.3. Data Analysis 

The Cohend effect size coefficient was calculated by using the mean and standard deviation of the post-test of 
the experimental group and the mean and standard deviation of the post-test of the control group to estimate 
the effect sizes of the primary studies based on the pretest-posttest control group design. In the primary study 
based on a single-group design, the Cohen d effect size was calculated by using both the mean and standard 
deviation of the post-test and the mean and standard deviation of the pre-test of the experimental group. 
Heterogeneity and publication bias were examined before conducting the meta-analysis. Within the context 
of heterogeneity, Q statistics and the significance of 𝜏𝜏2, I2, H2, and R2 statistics were examined. Within the 
context of publication bias, the funnel plot, Rosenthal's fail-safe N method, Kendall's tau, and Egger's 
regression tests were checked over. The results of the bias methods were obtained with the Jamovi 1.2.27.0 
Major module. The Cohen d effect sizes of the primary studies were handled with the HV method based on a 
random effect model and the HS and UW methods based on a fixed effect model to get the overall effect size 
within the scope of the study. In the analyses based on these methods, calculations were made using the 
formulas given below. In obtaining the forest plots, Jamovi outputs were arranged based on these calculations. 

2.3.1. HS Weighting Method Hunter and Schmidt (1990) suggested using sample sizes to weight effect sizes. 
 This method is generally used when the correlation is used as the effect size coefficient. However, it can also 
be used for standardized mean differences. In this method, the weight is just the sample size, and Equation (1) 
is used to calculate the overall effect size. 
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�̅�𝑑 = ∑[𝑁𝑁𝑖𝑖𝑑𝑑𝑖𝑖]
∑𝑁𝑁𝑖𝑖

   (1) 

In the Equation, �̅�𝑑, di and Ni represent the overall effect size, the effect sizes of primary studies, and the total 
sample size, respectively. Equations (2) and (3) are used to calculate the variance and standard error of the 
overall effect size (Schmidt et al., 2009). 

𝑠𝑠𝑑𝑑2 = ∑[𝑁𝑁𝑖𝑖(𝑑𝑑𝑖𝑖−𝑑𝑑�)2] 
∑𝑁𝑁𝑖𝑖

     (2) 

𝑆𝑆𝑒𝑒𝑑𝑑� = �𝑆𝑆𝑑𝑑
2

𝑘𝑘
    (3) 

2.3.2. HV Weighting Method Hedges and Vevea (1998) suggested that effect sizes should be weighted with 
the inverse of the sample error variance. For the random-effects model, the weight is expressed as 𝑤𝑤𝑖𝑖∗ and is 
the inverse of the sample error variance, as seen in Equation (4). 

𝑤𝑤𝑖𝑖∗ =  1
𝑣𝑣𝑖𝑖
∗        (4) 

In the Equation, 𝑣𝑣𝑖𝑖∗ represents the sample error variance for the random-effects model. In the fixed-effects 
model, 𝑣𝑣𝑖𝑖 and 𝑤𝑤𝑖𝑖  are used for sample error variance and the weight of primary studies, respectively. Equation 
(5) is used to calculate the sample error variance, 𝑣𝑣𝑖𝑖∗, in Equation (4). 

𝑣𝑣𝑖𝑖∗ =  𝑣𝑣𝑖𝑖 + τ2    (5) 

In this Equation, τ2 represents the between-study variance. The calculation of 𝑣𝑣𝑖𝑖 (within-study variance) and 
 τ2 (between-study variance) according to the DerSimonian and Laird method is given in Equations (6) and 
(7), respectively (Borenstein et al., 2009; Hedges & Olkin, 1985). 

𝑣𝑣𝑖𝑖 =  𝑛𝑛
𝐸𝐸+𝑛𝑛𝐶𝐶

𝑛𝑛𝐸𝐸𝑛𝑛𝐶𝐶
+ 𝑑𝑑2

2(𝑛𝑛𝐸𝐸+𝑛𝑛𝐶𝐶)
   (6) 

𝜏𝜏2 = 𝑄𝑄−𝑑𝑑𝑑𝑑

∑𝑊𝑊𝑖𝑖−
∑𝑊𝑊𝑖𝑖

2

∑𝑊𝑊𝑖𝑖

    (7) 

In Equation (6), 𝑛𝑛𝐸𝐸 represents the sample size of the experimental group, and 𝑛𝑛𝐶𝐶  represents the sample size of 
the control group. Besides, In Equation (7), df represents the degree of freedom, that is, the number of primary 
studies minus one. Q is a heterogeneity statistic and is the weighted sum of squares as given in Equation (8). 

𝑄𝑄 = ∑ 𝑊𝑊𝑖𝑖𝑌𝑌𝑖𝑖2𝑘𝑘
𝑖𝑖=1 − (∑ 𝑊𝑊𝑖𝑖𝑌𝑌𝑖𝑖

𝑘𝑘
𝑖𝑖=1 )2

∑ 𝑊𝑊𝑖𝑖
𝑘𝑘
𝑖𝑖=1

   (8) 

2.3.3. Unweighted (Unit Weighted) Condition The UW method obtains an overall effect size by directly 
calculating the arithmetic mean of the effect sizes of primary studies without multiplying the effect sizes by 
any value. Accordingly, it can be said that each effect size is weighted by one unit, or the weighting value is 1. 
 Based on this explanation, the formula used to obtain the overall effect size is given in Equation (9). 

�̅�𝑑 = ∑ 𝑑𝑑𝑖𝑖
𝑘𝑘
𝑖𝑖=1
𝐾𝐾

      (9) 

In Equation (9), �̅�𝑑,𝑑𝑑𝑖𝑖  and K represent the overall effect size, the effect sizes of primary studies, and the number 
of primary studies in the meta-analysis, respectively. In the UW method, the observed variances obtained from 
primary studies are weighted by one unit, summed, and divided by the square of the number of studies to 
calculate the overall effect size. The calculation of the mean-variance in the UW method is presented in 
Equations (10) and (11) (Bonnett, 2008; Osburn & Callender, 1992). 

𝑉𝑉𝑒𝑒 =
∑𝑉𝑉𝑒𝑒𝑖𝑖
𝐾𝐾

     (10) 

𝑉𝑉𝑑𝑑� = 𝑉𝑉𝑒𝑒
𝐾𝐾�     (11) 

In Equation 10, 𝑉𝑉𝑒𝑒 and K represent the mean of the sample error variance and the number of studies, 
respectively. 𝑉𝑉𝑒𝑒𝑖𝑖  represents the sample error variance of primary studies and is calculated as in Equation 6. In 
Equation 11, 𝑉𝑉𝑑𝑑�  is the sample error variance of the overall effect size is obtained by dividing the mean sample 
error variance by the number of studies. According to Osburn and Callender (1992), the reason for calculating 
the sample error variance of the overall effect size in this way is that the UW method gives more precise 
estimation results for the sample error variance. 
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In the data analysis, the correlation between the weighted effect sizes of the primary studies was calculated 
according to all three methods. The Spearman-Brown correlation coefficient was used to calculate the 
relationship between the weighted effect sizes obtained from the primary studies. 

2.4. Ethical  

The research is within the scope of the articles that do not require ethics committee approval as it is a meta-
analysis study. 

3. Findings 

In accordance with the research problem, the overall effect sizes of the HV, HS, and UW, the standard error of 
the overall effect sizes, and the effect of the overall effect size on the significance level were examined. Data 
heterogeneity and publication bias were also examined before meta-analysis was performed according to 
different weighting methods. When Q and its significance were scrutinized within the context of 
heterogeneity, it was seen that Q = 81.564 (p<.05) and the significance of Q is an indicator of heterogeneity. 
Moreover, it can be said that heterogeneity is high because I2 is 84.062%, and this value is higher than 75%. 
Since the value of the between-study variance (τ2) is 0.449 and also higher than 0, it is evidence of the existence 
of variability between studies and indicates heterogeneity. Finally, when H2 and R2 values were examined in 
terms of heterogeneity, they were found to be 6.274 and 6.356, respectively. The fact that these values are 
higher than 1 is an indicator of heterogeneity (Higgins & Thompson, 2002). In addition to heterogeneity, 
publication bias was also examined using the funnel plot, Rosenthal's fail-safe N, Kendall’s tau, and Egger’s 
regression test results. The funnel plot is given in Figure 2. 

 
Figure 2. Funnel Plot 

When the funnel plot given in Figure 2 was perused, it was seen that all studies had a high standard error, 
and therefore the points were gathered at the bottom of the plot. When the funnel plot was analyzed within 
the context of publication bias, it was seen that the points were almost distributed symmetrically around the 
reference line of the overall effect size. However, since interpreting the symmetry of the funnel plot is a 
subjective approach, Rosenthal's fail-safe N, Kendall’s tau, and Egger’s regression test results were also 
examined. According to Rosenthal's fail-safe N method, the number of studies that should be added to make 
the effect non-significant was found to be 476. There was no publication bias according to this method since 
the number of studies was much higher than 5k+10 (k = number of primary studies included in the meta-
analysis) (Rosenthal, 1979). In addition, Kendall’s tau and Egger's regression intercept values were found to 
be 0.143 (p=0.518) and 1.389 (p=0.165), respectively. The fact that these statistics were not significant was also 
an indication of no publication bias. 
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The meta-analysis results of HV, HS, and UW methods are given in Table 3 for the situation where 
heterogeneity existed and publication bias did not exist; 

Table 3. Meta-analysis Results on Weighting Method 
Weighting 
Method d 𝑉𝑉𝑑𝑑 Calculating 

SEd 
𝑆𝑆𝑆𝑆𝑑𝑑 𝐿𝐿𝐿𝐿𝑑𝑑 𝑈𝑈𝐿𝐿𝑑𝑑 Z p 

HV 0.783 0.038 �𝑣𝑣𝑖𝑖∗ 0.196 0.398 1.167 3.992 0.000 

HS 0.766 0.520 𝑆𝑆𝑒𝑒𝑑𝑑�  0.193 0.388 1.143 3.973 0.000 

UW 0.795 0.006 √𝑉𝑉𝑑𝑑� 0.022 0.753 0.837 36.988 0.000 

Table 3 shows that the overall effect size did not vary much in the weighting methods in this study, where 
heterogeneity was high, and there was no publication bias. The largest overall effect size was found in the UW 
method with 0.795, while the lowest effect size was found in the HS method with 0.766. The largest variation 
among overall effect sizes is approximately 3%. Although the overall effect size did not vary much in the 
weighting methods, it was observed that the mean effect was significant (p<.05) in all methods. When the 
standard errors of the overall effect size were examined, it was seen that the lowest was in the UW method 
and was found to be 0.022. Another salient situation when the standard errors were examined was that the 
standard errors were similar for the HV and HS methods. The standard errors for these methods were 0.196 
and 0.193, respectively. In this respect, it could be said that the standard error of the overall effect size in the 
HV and HS methods was similar. In parallel with the standard error, the narrowest confidence interval was 
obtained in the UW method, and the true value of the overall effect size was between 0.398 and 1.167. Similarly, 
in parallel with the standard error, the confidence intervals in the HV and HS methods were very close to each 
other and were in the range of 0.398-1.167 and 0.388-1.143, respectively. The forest plot for the HV, HS, and 
UW methods is given in Figure 3. 
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Figure 3. Forest Plot of HV, HS, and UW Methods 

When the sizes of the squares of the primary studies in the forest plots in Figure 3 were examined, it was seen 
that the HV and HS methods were similar to one another. With these methods, it was seen that the study with 
different weights belonged to Kara and Kefeli (2018). Unlike these methods, since unit weighting is applied in 
UW, the sizes of the squares of the weights of the primary studies are equal to each other. It was observed that 
the lowest weight in the HV method was in the study of Vurkaya (2010-c), and in the HS method, it was in the 
study of Kara and Kefeli (2018). However, while the highest weight in the HV method was observed in the 
study of Kara and Kefeli (2018), the highest weight in the HS method was observed in the study of Gömleksiz 
and Fidan (2013). When the effect sizes and confidence intervals of the primary studies were examined, it was 
found that the effect sizes ranged from -0.43 to 1.80, while the lower bound for the confidence interval was  -
1.03, and the upper bound was 2.48. As the effect sizes of primary studies and the standard error (confidence 
interval) of the effect sizes were calculated independently of the weighting methods, they were the same in all 
three methods. In addition, among the primary studies, the study with the narrowest confidence interval 
belongs to Kara and Kefeli (2018), while the study with the widest confidence interval belongs to Vurkaya 
(2010-c). When the overall effect sizes were examined, it was seen that the diamonds were very similar to each 
other in terms of both location and size in the HV and HS methods. On the other hand, it could be stated that 
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the diamond in the UW method was narrower than in the HV and HS methods, and its location does not 
change significantly because the standard error of the overall effect was lower in the UW method than in the 
other methods, and therefore the confidence interval was narrower. The correlation between the weighted 
effect sizes of the primary studies obtained from all three methods was calculated. The calculated Spearman-
Brown correlation coefficients and the significance of these correlation coefficients are given in Table 4. 

Table 4. Correlation Coefficients for Weighting Methods 
Weighting Methods HV HS UW 
HV 1   
HS 0.930* 1  
UW 0.996* 0.934* 1 

*p<0.01 (2-tailed)  

When Table 4 was examined, it was seen that the highest correlation (0.996) was between HV and UW 
methods, and the lowest correlation (0.930) was between HS and HV methods. Besides, the correlation 
between HS and UW methods was 0.934. It was observed that p<0.01 for all correlation coefficients obtained 
in the study. In this respect, it could be said that the relationships between all methods were significant. In 
addition, the fact that the correlation coefficients were approximately 0.90 indicates a high level of correlation 
between the methods. Especially the relationship between UW and HV methods was close to 1, which is an 
indication of an almost perfect relationship. 

4. Conclusion, Discussion and Recommendations 

In this study, the effects of different weighting methods on the meta-analysis results were examined. First of 
all, this study aimed to explore the impact of weighting and unweighting. Although there are many weighting 
methods in the literature, HV and HS methods, which are the most preferred weighting methods, were 
discussed in the current study. Based on the results of the study, it was seen that the overall effect size did not 
vary much in the weighting methods in situations where the heterogeneity was high, there were few primary 
studies, and there was no publication bias. The largest overall effect size was found in the UW method, and 
the lowest overall effect size was found in the HS method. When the literature was examined, Fuller and 
Hester (1999) also found similar overall effect sizes (correlation coefficients) in the HS and UW methods, which 
is similar to the findings obtained in this study. 

As a result of the research, it was seen that the UW method had the lowest standard error. Osburn and 
Callender (1992) stated that in cases where the effect size values of primary studies were similar or equal and 
the sample size was highly variable, the standard error of the unweighted mean would be larger than the 
standard error of the weighted mean. They also stated that as the effect sizes of primary studies became more 
variable, the standard error of the unweighted mean tended to be lower than the standard error of the 
weighted mean. In this study, it was observed that the effect sizes of the primary studies differed from each 
other; however, the sample sizes did not vary much. Therefore, it is expected that the method with the lowest 
standard error would be the UW method. There are some findings in the literature that support the conclusion 
of this study, indicating that unweighting has a lower error than weighting (Bonett, 2008, 2009, 2010; Brannick, 
et al., 2019; Shuster, 2010). In meta-analysis research examining the effect of time with real data in the field of 
health, Shuster (2010) found that unweighting at some time points produced a lower standard error than the 
inverse variance weighting method (with the DerSimonian-Laird estimation) and the sample size weighting 
method. In the study of Fuller and Hester (1999), considering the confidence interval in primary and 
moderator meta-analyses, which is close to the number of primary studies in this study (10-14 studies), it was 
seen that the HS method in some studies and the UW method in some studies estimated with a lower error. 
In addition, researchers have always stated that when outliers are also included in the meta-analysis, there are 
no wider confidence intervals in the UW method than in the HS method. Hunter and Schmidt (1987) also 
discussed whether the weighted mean was better than the unweighted arithmetic mean. As a result, they 
pointed out that there were rare cases where unweighting would be better (Hunter & Schmidt, 2004). Hedges 
and Olkin (1985) also stated that in estimating the overall effect size, the weighting was less biased than the 
unweighting because primary studies with larger sample sizes had more weight. However, in this study, the 
sample sizes of the primary studies were quite close to each other. Therefore, this study exemplifies one of the 
rare cases where the UW method has a lower standard error than weighting. Finally, when the simulation 
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study conducted by Brannick et al. (2011), where the conditions were similar to the characteristics of our 
research, was examined, the highest estimation error was obtained in the UW method, unlike the results of 
our study. 

As a result of the research, it was observed that the standard error was very similar in the HV and HS methods, 
but the error was slightly lower in the HS method. The fact that the overall effect size and standard error values 
were similar between the HV and HS methods might be due to the fact that both methods are based on sample 
size. While the HS method weights directly by using the total sample sizes, the HV method calculates the 
sample error variance using the sample sizes and weights the inverse variance. However, as the sample size 
of primary studies increases, the weight of the effect size also increases in both methods. Therefore, it is 
expected to give similar overall effect sizes and standard error values. In addition, the correlation between the 
weighted effect sizes obtained from the two methods was also found to be high. Bonett (2008) found in his 
research that the bounds of the confidence interval in the HS and HV methods were very close to each other, 
which is similar to the results of our study, under the conditions of k=10, r=0.60-0.90, N=20-100. In addition, as 
in our study, the bounds of the confidence interval in the HS method were slightly lower than the ones in the 
HV method. When the results of the research done by Marin-Martinez and Sanchez-Meca (2010), which had 
similar conditions to our study (k=10 and k=20,  τ2=0.32, N=30), were examined, the error values in HS and HV 
methods were similar; however, unlike our study, the error of HV was lower. When the research done by 
Brannick et al. (2011), which also has similar conditions to our study, was examined, it was seen that the RMSR 
and AAE values of the HV and HS methods yielded very close results. In other words, according to the 
research results, the estimation errors of the HV and HS methods are similar to each other. 

In this study, the relationship between weighting methods was also examined. As a result of the research, it 
was seen that the binary correlation coefficients between all methods were very high. The correlation 
coefficient between UW and HV was especially close to 1. In addition, the correlation coefficient between UW 
and HS was quite high. The reason why both correlation coefficients between UW and HV and between UW 
and HS methods were so high might stem from the fact that sample sizes in primary studies were very similar. 
Englund et al. (1999) examined the correlation between weighting and unweighting in a meta-analysis of 14 
studies and found the correlation coefficient to be above 0.90, similar to the results of our research. In addition, 
the correlation coefficient between the HV and HS methods was also very high. It can also be said that this 
result is because both methods make an estimation based on sampling. 

In conclusion, in this study, which was conducted with real data in education, it can be said that the 
unweighting had a lower standard error, and this method showed a high correlation with the weighting 
methods.  

In this meta-analysis study conducted in the field of education, where heterogeneity is high, sample sizes of 
primary studies are close to each other, and there is no publication bias, unweighting has calculated a lower 
standard error than weighting methods. However, this does not indicate that unweighting or unit weighting 
is the most usable method. Because these findings are valid for the conditions of this study. Furthermore, 
weighting methods have strong statistical theories behind them. Accordingly, it is not appropriate to 
generalize under limited conditions where real data are used. In this study, the data for 14 effect sizes were 
discussed within the scope of a determined subject. Weighting methods can be compared in a meta-analysis 
study based on real data with a larger sample size. In order to generalize, it may be suggested to design post-
hoc simulation studies based on real data in which different conditions (sample size, heterogeneity, bias, 
number of studies, estimation methods, etc.) may be effective in the results. In addition, the weighting methods 
used in this research or different weighting methods can be compared with each other in different studies to 
be conducted with real data. 
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Appendix 1. Coded Variables and Their Examples or Categories 
  Examples or Categories 

D
es

cr
ip

tiv
e 

V
ar

ia
bl

es
 

 
 

Publication Code 101, 102, 103, 104-1, 104-2… 
Identity (Author Surnames, Year) Surname, Year; Surname et al., Year 
Name of The Study The effect of … etc. 
Publication Type Manuscript/Thesis 
Publication Language Turkish/English 
Publication Year 2010, 2011, … 
Publication Place Journal name or University (Instıtute) 
Volume-Number e.g. 12(2) 
Author Authors’s names and surnames 
Database Google Scholar/Dergipark/EBSCO/WOS/HEI 
Index SSCI/SCI/TRDizin 
Teaching Model/Method Alternative-Traditional etc. 
Approach in the Experimental Group Alternative, Self and Peer Assessment etc. 
Approach in the Control Group Traditional 
Measurement Tools Used in the Experimental Group 
and Control Group 

Performance tasks, concept maps, Conductional 
communication grids, etc.-it did not applied etc. 

Subject (Sub-Topic) Matter and Heat, Light and Sound, etc. 

Research Design 
Quasi-experimental, Single group pre-test post-test 
experimental design, etc. 

Grade Level 6. Grade /  7. Grade  / 8. Grade 
The Developer/Adapter of The Attitude Scale Taş (2006) etc. 
The Reliability Coefficient of The Attitude Scale Reported / Not Reported 
The Number of Measurement Tools 2, 4, 27 etc. 
The Application Course Hours 16 hours, 32 hours etc. 
The Pilot Scheme of the Application Yes / NA 
The Pilot Scheme for Alternative Measurement Tools NA 
Data Analysis Method ANCOVA, ANOVA, t-test etc. 
Application Time 2008-2009 academic year etc. 

St
at

is
tic

s 
fo

r c
al

cu
la

te
 

th
e 

ef
fe

ct
 s

iz
e 

The Sample Size of the Control Group,  17 – 33 
The Sample Size of the Experimental Group, 16 – 32 
The Mean and Standard Deviation Scores of the 
Science Attitude Post-Test for the Experimental and 
Control Group Designs, 

e.g. 4,22 (0,75) / 3,83 (0,68) 

The Mean and Standard Deviation Scores of the 
Science Attitude Pre-Test and Post-Test of the 
Experimental Group for the Single-Group 
Experimental Designs 

e.g. 87,47 (10,22) / 73,72 (13,33) 
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